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With this editorial, we inaugurate the next issue of our 

journal, which is dedicated to showcasing AI, ML and E-

Health models within real healthcare environments. We 

cordially invite authors to submit their works for publi-

cation. Each submission will undergo a rigorous peer re-

view, with a special focus on the human-centered as-

pects of the proposed original project. The evaluation 

process will adhere to evidence-based guidelines con-

tinuously refined by our ongoing web research and the 

insights published in our foundational issue, "Why ML in 

Health Science." Published original projects will be rec-

ognized with our Blockchain Token, MLHS, and added to 

the repository “Web3 Certificate: Human-Centered Pro-

ject”1. 

It's important to clarify that our recommendations are 

not intended to replace the guidance of official regula-

tory bodies. Rather, they are designed to enhance the 

integration of human-centered considerations in AI and 

ML projects, thereby promoting sustainable human-AI 

collaboration. 

Within this editorial, you will find our current recom-

mendations, each substantiated by research or en-

dorsements from official regulatory authorities. These 

recommendations will be utilized for the peer-review 

process: 

1. Maintain human oversight in machine-to-machine in-

teractions, ensuring that critical decisions involve hu-

man judgment and accountability2–7.  

2. Provide transparent information about the developer 

team, such as profiles on social networks (LinkedIn, X, 

etc.)6,8,9. 

3. Ensure transparency regarding the algorithms of the 

models6,8–12. 

4. Build your model on existing and proven data13–15. 

5. Regularly consult an independent human expert to 

validate the stability of your AI/ML system. Employ ro-

bust validation methods to compare human and ma-

chine decisions, ensuring continuous accuracy and fair-

ness3–5,8,9,11,12,16,17. 

6. Inform the end-users of your model, such as patients 

or clients, about the utilization of AI/ML in communica-

tion, including diagnostics and treatment pro-

cesses7,8,10,18–22. 

7. Inform the users of your model, such as patients or 

clients, about the utilization of their data for training of 

your model, if such training is performed10,18–22. 
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8. Implement a feedback system to collect insights from 

your end users, such as patients or clients, regarding the 

performance and impact of your model8,10,21,22. 

9. Guarantee that your project adheres to the prevailing 

guidelines and standards in Health Science and 

Healthcare, ensuring compliance, safety, and efficacy in 

all applications3,10. 

10. Avoid using confounders that could lead to social 

scoring and categorization of humans, such as national-

ity, race, immigration status, or religion3,4,8,23–37. 

11. Provide Diamond Open Access to at least the beta 

version of your project, meaning no fees are charged38. 

12. Incorporate team members with medical back-

grounds who have regular interactions with real pa-

tients into your project3,7,10. 

13. Prominently highlight a “Human-centered” ap-

proach in your White Paper, website, and social media 

posts, underscoring the commitment to prioritizing hu-

man well-being and ethical standards in your projects39. 

14. Engage in charitable activities or make donations 

(e.g., to organizations like UNICEF, Water.org, etc.)40–43. 
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