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Abstract. 

Aim: The aim of this study was to assess the impact of Fine-Tuned Machine Translation (FTMT) models, followed by 

Machine Translation Post-Editing (MTPE), on the translation quality and client satisfaction in medical documentation. 

Materials and Methods: The research analyzed 733,632 words across 317 projects completed in 2023 by Lingrowth, a 

medical and life science translation service provider. These projects involved translations from 16 source languages to 34 

target languages. Document types included Instructions for Use (IFU), Investigator Brochures (IB), Summary of Product 

Characteristics (SmPC), Clinical Study Reports (CSR), and Informed Consent Forms (ICF). The projects were categorized 

into two groups for comparison: translations performed by human translators using Translation Memory (TM) and those 

processed by FTMT followed by MTPE. The primary metrics for evaluation were the number of post-project finalization 

requests and instances of severe negative feedback from clients. Results: It was observed that human-translated projects 

had a higher frequency of post-project finalization requests, whereas MTPE projects after FTMT exhibited a marginally 

higher rate of severe negative feedback. However, statistical analysis indicated that these differences were not signifi-

cant, suggesting that the introduction of FTMT models with subsequent MTPE does not adversely affect the overall qual-

ity of medical document translations. Conclusion: The study concludes that FTMT models, when supplemented by MTPE, 

are com-parable in effectiveness to traditional human translations in the context of medical documentation. This high-

lights the potential of integrating FTMT in translation workflows without compromising translation quality or client sat-

isfaction. 
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Background: 

Introduction to machine translation in medical docu-

mentation, a synergy of ML and AI 

The landscape of medical documentation translation 

has been profoundly reshaped by the integration of Ma-

chine Translation (MT), a transformation underpinned 

by advancements in Machine Learning (ML) and Artifi-

cial Intelligence (AI). Initially reliant on human transla-

tors for accuracy and medical expertise, the field has 

steadily pivoted towards technological solutions to 

meet the growing demand for swift and efficient trans-

lation services¹. The inception of MT marked a pivotal 

shift, with early models primarily based on rule-based 

and statistical methods. However, the true game-

changer has been the introduction of ML and AI into MT 

systems. These technologies have enabled MT to evolve 

from simple, literal translation algorithms to more so-

phisticated systems capable of understanding and inter-

preting the nuances of language, particularly in special-

ized fields like medicine2.  
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The landscape of medical documentation translation 

has been profoundly reshaped by the integration of Ma-

chine Translation (MT), a transformation underpinned 

by advancements in Machine Learning (ML) and Artifi-

cial Intelligence (AI). Initially reliant on human transla-

tors for accuracy and medical expertise, the field has 

steadily pivoted towards technological solutions to 

meet the growing demand for swift and efficient trans-

lation services1. The inception of MT marked a pivotal 

shift, with early models primarily based on rule-based 

and statistical methods. However, the true game-

changer has been the introduction of ML and AI into MT 

systems. These technologies have enabled MT to evolve 

from simple, literal translation algorithms to more so-

phisticated systems capable of understanding and inter-

preting the nuances of language, particularly in special-

ized fields like medicine².  

 

Importance of translation Accuracy and client Satisfac-

tion in medical fields 

In the context of medical documentation, the stakes for 

translation accuracy are exceptionally high. Errors or 

ambiguities in translated medical texts, such as patient 

records, instruction manuals for medical devices, and 

pharmaceutical guidelines, can lead to severe conse-

quences, including misdiagnoses and improper use of 

medical devices. Therefore, the accuracy of translations 

is not just a matter of linguistic correctness but also of 

patient safety and legal compliance³. Equally important 

is client satisfaction, which in the medical field often 

translates to the trust and confidence of healthcare pro-

viders, patients, and regulatory bodies in the translated 

materials⁴. High-quality translations enhance under-

standing among diverse populations, facilitate interna-

tional collaboration in healthcare, and help in the dis-

semination of medical knowledge across linguistic barri-

ers⁵.  

 

Introduction to the concept of Fine-Tuned Machine 

Translation (FTMT) models 

The latest innovation addressing the limitations of con-

ventional MT is the development of Fine-Tuned Ma-

chine Translation (FTMT) models⁶. FTMT represents a 

significant leap from traditional MT approaches by inte-

grating advanced machine learning techniques, particu-

larly those in the realm of neural machine translation 

(NMT)⁷. NMT uses deep learning algorithms to not only 

translate words or phrases but to understand the con-

text and semantics of the source language, thereby pro-

ducing more accurate and natural translations. FTMT 

models take this a step further by being specially cali-

brated for specific domains, such as medical documen-

tation. They are 'fine-tuned' using domain-specific cor-

pora to understand and accurately translate the nu-

anced and technical language of medical texts⁸. This 

fine-tuning process is a collaborative endeavor involving 

AI, ML, and human expertise, creating a symbiotic rela-

tionship that harnesses the efficiency of technology and 

the nuanced understanding of human translators⁹. 

 

Aim 

This study aimed to investigate the impact of FTMT 

models on the quality of medical document translations 

and client satisfaction, measured by the number of neg-

ative client feedback or document finalization requests. 

 

 

Material and Methods: 

Description of the data set 

This study meticulously analyzed a series of 317 transla-

tion projects completed in the year 2023 by Lingrowth, 

a medical and life science translation service provider 

based in Aurora, US. These projects encompassed a di-

verse range of languages, involving 16 source languages 

and 34 target languages, thereby covering a broad lin-

guistic spectrum. The subject matter areas were specif-

ically focused on specialized fields within the medical 

domain, including medical devices, life sciences, clinical 

trial studies, and pharmaceuticals. In addition to the di-

versity in languages and subject matters, the types of 

documents translated were varied and crucial to the 

medical field. The document types included Instructions 

for Use (IFU), Investigator Brochures (IB), Summary of 

Product Characteristics (SmPC), Clinical Study Reports 

(CSR), Informed Consent Forms (ICF), among others. A 

crucial aspect of this study was the training of Machine 

Translation (MT) models tailored for each language pair 
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and respective subject matter. This customization was 

fundamental in ensuring the relevancy and accuracy of 

the translations provided. 

To evaluate the performance of the MT models, an au-

tomatic evaluation was applied, using the Bilingual Eval-

uation Understudy (BLEU) score as a metric. The BLEU 

scores for these models varied from 44.58 to 58.94, with 

an average score of 51.76. This variation in scores pro-

vided a quantitative measure of the translation quality 

across different language pairs and subject matters, 

serving as a baseline for comparing the effectiveness of 

Fine-Tuned Machine Translation (FTMT) models. 

 

Methodology for evaluating the impact of FTMT 

The evaluation methodology was bifurcated into two 

distinct categories to assess the impact of FTMT com-

prehensively: 

1. Human Translations Using Translation Memory 

(TM): This category comprised projects where transla-

tions were primarily carried out by human translators 

utilizing Computer-Assisted Translation (CAT) tools and 

leveraging existing Translation Memories. This ap-

proach represents the traditional method of translation 

in professional settings. 

2. Translations Post Machine Translation Editing 

(MTPE) After FTMT: The second category included pro-

jects where the initial translation was performed by 

FTMT models, followed by post-machine translation ed-

iting (MTPE). This method reflects a more modern ap-

proach, integrating advanced machine translation tech-

nologies. 

 

The key metrics for evaluation in both categories were:  

- Number of Client Requests for Additional Post-

Project Finalization: This metric provided insight into the 

clients' satisfaction with the delivered translations, indi-

cating how often clients felt the need for further refine-

ment or clarification in the translated documents. 

- Number of Severe Negative Quality Feedback: This 

measure was crucial for assessing the quality of transla-

tions. It involved counting instances where clients pro-

vided significantly negative feedback regarding the ac-

curacy, readability, or overall quality of the translations. 

 

By contrasting these metrics between the two catego-

ries of translation projects, this study aimed to draw 

comprehensive insights into the effectiveness of FTMT 

models in enhancing both the quality of medical docu-

ment translations and the overall client satisfaction. 

 

Results: 

Data Presentation: translated words, project types, and 

client feedback 

The study analyzed a total of 733,632 words translated 

across 317 projects. These projects were divided into 

two main categories: Human Translations using Transla-

tion Memory (TM) in Computer-Assisted Translation 

(CAT) tools, and Machine Translation Post-Editing 

(MTPE) projects following the use of Fine-Tuned Ma-

chine Translation (FTMT) models. The distribution and 

feedback for these categories were as follows:  

- Human Translation Projects with TM: Comprised 

189 projects, translating a total of 458,409 words. 

Within this category, there were 10 instances of addi-

tional post-project finalization requests from clients and 

1 instance of severe negative quality feedback.  

- MTPE Projects after FTMT: Encompassed 128 

projects, translating a total of 275,223 words. This cate-

gory experienced 2 additional post-project finalization 

requests from clients and 2 instances of severe negative 

quality feedback.  

 

Comparative Analysis of Outcomes 

The comparative analysis between human translation 

projects and MTPE projects after FTMT yielded the fol-

lowing insights: 

Post-Project Finalization Requests:  

-  Human Translation Projects: 10 requests out of 

189 projects (5.29%). 

- MTPE Projects after FTMT: 2 requests out of 128 

projects (1.56%). 

This indicates that human translation projects experi-

enced a higher rate of additional post-project finaliza-

tion requests compared to MTPE projects. 

Severe Negative Quality Feedback:  

-  Human Translation Projects: 1 feedback instance 

out of 189 projects (0.53%) 
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-  MTPE Projects after FTMT: 2 feedback instances 

out of 128 projects (1.56%) 

The rate of severe negative feedback was higher in the 

MTPE projects after FTMT compared to human transla-

tion projects. 

The chi-square tests suggest that while there is a trend 

towards more post-project finalization requests in hu-

man translation projects, this difference is not statisti-

cally significant (p = 0.094). Similarly, the difference in 

severe negative feedback rates does not reach statisti-

cal significance (p = 0.355). 

These results suggest that while there are observable 

differences in client feed-back between the two types of 

translation projects, these differences are not statisti-

cally significant. This indicates that both human transla-

tions and FTMT can be effective methods, each with its 

own strengths and weaknesses in the context of trans-

lating medical documentation. 

 

Discussion: 

Interpretation of findings 

The study's findings offer a nuanced perspective on the 

role of Fine-Tuned Machine Translation (FTMT) models 

in medical document translation, especially when fol-

lowed by Machine Translation Post-Editing (MTPE). Key 

observations include: 

Client requests for post-project finalization: The higher 

rate of post-project finalization requests in human-

translated projects, as compared to MTPE projects after 

FTMT, suggests that human translation is not immune 

to the need for further refinements. This may reflect the 

subjective nature of translation quality or specific client 

preferences that are not fully addressed by either trans-

lation method. 

Severe negative quality feedback: The slightly increased 

incidence of severe negative feedback in MTPE projects 

after FTMT might point to certain limitations in these 

models' ability to fully capture the intricacies of medical 

language or specific client terminologies. However, the 

lack of statistical significance in this difference indicates 

that the quality of translations produced by FTMT mod-

els, followed by MTPE, is almost on par with that of hu-

man translations. 

Impact of FTMT models on translation quality: Crucially, 

the study reveals that the utilization of FTMT models, 

complemented by MTPE, does not significantly impact 

the overall quality of translations compared to tradi-

tional human translations. This finding suggests that 

while FTMT models are not necessarily superior, their 

integration into the translation workflow does not com-

promise quality. It underscores the potential of FTMT 

models as a supportive tool in the translation process, 

especially in scenarios where efficiency and scalability 

are essential. 

 

Limitations: 

The study's reliance on client feedback as the primary 

metric for assessing translation quality, while valuable, 

might not capture the full spectrum of translation accu-

racy. The scope of the study, limited to projects from a 

single year and specific language pairs and document 

types, could affect the broader applicability of the find-

ings. 

Moreover, a significant limitation lies in the method of 

evaluating the FTMT models, which were assessed using 

machine evaluation techniques. While these methods 

are efficient and provide quantitative data, they lack the 

nuanced understanding that a linguist's evaluation 

could offer. For a more comprehensive and objective as-

sessment of translation quality, incorporating evalua-

tions by professional linguists alongside machine evalu-

ations would be beneficial. This dual approach could 

provide a more rounded understanding of the transla-

tion quality, encompassing both the technical accuracy 

and the contextual appropriateness of the translations. 

 

Conclusion: 

This study set out to assess the impact of Fine-Tuned 

Machine Translation models, followed by Machine 

Translation Post-Editing, on the translation of medical 

documentation. The results suggest that the use of 

FTMT models, coupled with subsequent MTPE, has neg-

ligible impact on the overall quality of translations when 

compared to human translations. The differences in cli-

ent satisfaction and quality feedback between the two 

approaches were not statistically significant, indicating 

that FTMT models, when used in conjunction with 
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MTPE, are an effective method in the medical transla-

tion workflow. 

Future research should consider a wider range of lan-

guages and document types and incorporate more ob-

jective measures of translation accuracy. Enhancing the 

FTMT models based on specific feedback areas could 

further optimize their effectiveness in medical docu-

mentation translation. This study contributes valuable 

insights into the evolving landscape of translation tech-

nologies, high-lighting the potential of integrating ad-

vanced machine learning and AI in this field. 
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